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bstract

Flavins are central molecular chromophores for many photobiological processes. In this paper, several aspects of the photophysics and pho-
ochemistry of lumiflavin in a (protein) environment will be studied with the help of quantum chemical methods. In a first part of the paper, we
resent vertical singlet excitation energies for lumiflavin (a molecule of the isoalloxazin type), using time-dependent density functional theory
TD-DFT) in conjunction with the B3LYP hybrid functional. When calculated for isolated species, TD-DFT excitation energies are generally
lue-shifted relative to the experimental absorption spectra of isoalloxazines in solution, or in a protein environment. We develop four different
odels to account for environmental effects, with special emphasis on the LOV1 domain of Chlamydomonas reinhardtii. It is found that the two

owest, allowed singlet excitations are sensitive to the polarizability of an environment, to hydrogen bonds, and to geometrical constraints imposed
y the surrounding protein. All of this brings theory and experiment in better agreement.

In the second part of the paper the light-induced adduct formation in LOV domains, between the chromophore and a neighbouring cystein unit
s investigated. Energies along a model “reaction path” are calculated on the DFT/B3LYP and MCQDPT2 level of theories. A transition state for

H-transfer between the mercapto (SH–) group of cystein, and the N(5) position of flavin is found. The reaction requires spin–orbit coupling

etween the S0 and the T1 states of the system. Spin–orbit coupling constants between S0 and T1 are calculated, and found to be in the range of
everal tens of cm−1 after the transition state was passed. A biradical intermediate was observed along the reaction path.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Sunlight is the primary source of energy on earth, as well as a
ast carrier of information. As a consequence, a fascinating vari-
ty of protein embedded photoreceptor molecules is provided
y nature. For higher plants, three classes of photo-switchable
eceptors are known, termed phytochromes, cryptochromes,
nd phototropins [1]. Phototropin receptors, are, for exam-
le, involved in phototropic response, guard cell regulation,

nd chloroplast relocation [2]. Phototropins consist of three
omains, two LOV (light-, oxygen-, voltage-sensitive) domains
nd a C-terminal kinase domain. Each LOV domain contains a

∗ Corresponding author. Tel.: +49 331 9775232; fax: +49 331 9775058.
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on-covalently bound flavin mononucleotide (FMN) as the pho-
oactive chromophore. During recent years, phototropins were
ound in many organisms [3]. It is a common feature of LOV
omains to undergo a photocycle after blue-light excitation. The
OV1 domain from the single cellular green algae Chlamy-
omonas reinhardtii, for example, shows the following reaction
ycle [4]. The dark, or educt state (LOV1-447, singlet1) is trans-
erred, after blue-light excitation, via an intermediate triplet
LOV1-715), towards the transient signaling, or adduct state
LOV1-390, singlet). This state consits of the FMN molecule
ovalently bound, to a neighbouring cystein residue, via its C(4a)
osition [5]. A dark reaction completes the cycle, which is illus-

rated schematically in Fig. 1 and which will be discussed in
ome greater detail below.

1 The notion 447 refers to the lowest-energy absorption band, at λ = 447 nm.
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ig. 1. Photocycle in the LOV1 domain of Chlamydomonas reinhardtii
schematically after [4]).

.1. Absorption spectra of LOV domains

The absorption properties of LOV1-447 are nearly identi-
al for the LOV domains from Avena sativa [6] and Adiantum
apillus veneris [7]. Accordingly, absorption bands centered

round 450 nm and 360 nm, are found corresponding to S0→S1
nd S0→ S2 transitions (and an intense band S0→ S3 around
70 nm) [4,8]. Apart from earlier semiempirical calculations on
he absorption spectra of isoalloxazine-type molecules [9–11],

C
w
B
o

able 1
D-DFT(B3LYP)/6-31G(d) vertical singlet excitation energies for flavin-protein mod

A B C

Ei (eV) fi Ei (eV) fi Ei (

0 → S1

(� → �∗) 3.04 0.190 2.98 0.235 2.88
(n → �∗) 3.09 0.000 3.28 0.000 3.02
(n → �∗) 3.30 0.000 3.40 0.000 3.24
(n → �∗) 3.84 0.000

0 → S2

(� → �∗) 3.86 0.134 3.72 0.213 3.70
...

...
...

...
...

...

0 → S3

(� → �∗) 4.91 0.592 4.86 0.743 4.60

he dominant transitions (S1, S2, S3) are shown in bold. Experimental data, taken fro
f Chlamydomonas reinhardtii [4]. (b) Lumiflavin (in H2O) [17,18]. If no entries are s
ots indicate that a number of further singlet states exist between S2 and S3, which a
Fig. 2. Lumiflavin in its oxidized form (7,8,10-trimethyl-isoalloxazin).

everal newer, first-principles calculations exist, most of them
ased on TD-DFT [12] in conjunction with the B3LYP hybrid
xchange-correlation functional [13]—see Refs. [14–16]. In
hese papers, the spectra were calculated for isolated molecules,
nd environmental effects were largely neglected.

This earlier obtained TD-DFT results demonstrate the over-
ll � → �∗-character for the visible excitations, and show
lready a fairly good agreement with experimental data. How-
ver, the TD-DFT excitation energies are blue-shifted relative
o experiment by several tenths of an electron volt (eV). For
,8,10-trimethyl-isoalloxazin (lumiflavin, oxidized form), for
xample, which is shown in Fig. 2, the three strongest peaks
re, with TD-DFT(B3LYP)/6-31G(d), at 3.04 eV (408 nm, S1),
.86 eV (322 nm, S2), and 4.91 eV (253 nm, S3) [14]. The cor-
esponding experimental values, for lumiflavin in water, are
.79 eV (445 nm), 3.38 eV (367 nm) [17], and 4.59 eV (270 nm)
18]—see also Table 1. The spectrum of lumiflavin in water
s very similar to those of the above-mentioned LOV1-447
omains, except that a vibrational fine structure exists for the
1 band in the protein environment [4].

Possible reasons for the mismatch between theory and exper-
ment, are geometrical distortions or other effects due to the
nvironment, and methodological aspects such as static correla-
ion, basis set effects, and the reliability of the B3LYP functional.

oncerning the latter, it was found that TD-DFT in conjunction
ith hybrid exchange-correlation functionals such as BLYP or
3LYP typically underestimate (by about 0.2 eV), rather than
verestimate, excitation energies [19,20]. The B3LYP func-

els A–D in eV, along with oscillator strengths

D Experimental

eV) fi Ei (eV) fi (a) (b)

0.237 2.90 0.186 2.77 2.79
0.002 3.25 0.001
0.001 3.30 0.001

2.41 0.000

0.162 3.55 0.168 3.44 3.38
...

...
...

0.489 4.59 0.492 4.63 4.59

m literature, are shown in the last two columns: (a) FMN in the LOV1 domain
hown, the states do not exist or are shifted in the particular model. The vertical

re not listed.
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ional cannot therefore explain the observed blue-shift relative
o the experiment. The basis set error, for isoalloxazin-type

olecules, was also found to be small [16]. For uracil, on the
ther hand, which shares with alloxazines its pyrimidin moi-
ty, a systematic study has shown that extended bases lead to
red-shift of the most intense transitions: for the two low-

st high-intensity transitions one finds a shift by 0.2 eV and
.14 eV, respectively, when going from TD-DFT(B3LYP)/6-
1G(d) to TD-DFT(B3LYP)/aug-cc-pVTZ [14]. The possible
ulti-reference character of excited states has also been tested

or lumiflavin [14], by using a combined density functional the-
ry/multireference configuration method (DFT/MRCI) [21]. In
his study, only small differences ≤ 0.08 eV were found between
FT/MRCI and TD-DFT. Altogether, a blue-shift remains and

ffects other than those related to the method should be exam-
ned. This is corroborated by the observed, better agreement of
xperimental and theoretical spectra for uracil in the gas phase
14].

Therefore, in the following, we focus on solvation and embed-
ing effects as a possible explanation for the observed blue-shift
n theory. Experimentally, solvent effects for the lumiflavin sin-
let absorption spectra have been systematically studied [17].
he spectra show a clear dependence on the solvent polarity, and

he capability of the environment to form hydrogen-bonds with
he chromophore, which both affect the position in particular
f the S2 band. We were able to reproduce this experimentally
bserved trends, as we will show later on. The influence of a
olvent was also theoretically addressed, on the basis of semiem-
irical calculations [22]. More recently, TD-DFT calculations on
solumazin with three water molecules attached to the pyrimidin
ite of isolumazin, showed a decrease in excitation energy for
he S0→S2 transition by about 0.1 eV [14].

What is still missing, is a systematic study of solvent effects
n the first-principles level, a more quantitative analysis relevant
lso to flavins in biological systems, and a detailed understand-
ng which environmental effect leads to which effect on which
and. To this end, we choose the LOV1 domain of C. reinhardtii
s an example to study effects of the protein binding pocket in
hich flavin is embedded. Detailed crystal structure data pro-
ide the framework for possible hydrogen bonding interactions
nd geometrical constraints imposed on the flavin molecule by
he protein [5].

.2. Adduct formation and spin–orbit coupling

A second goal of this paper is to address details of the photo-
ycle in LOV domains after blue-light absorption in lumiflavin,
s sketched in Fig. 1. Accordingly, after photoexcitation two
ntersystem crossings (ISC) occur during adduct formation [4].
irst, FMN (LOV1-447, S0) is photoexcited to (a) photoexcited
inglet state(s), and then converted by ISC to the intermediate
riplet state (LOV1-715, T1), on a nanosecond timescale. During
he second ISC event, the triplet decays back to the singlet ground

tate. In the LOV domain wildtype this second ISC is accompa-
ied by formation of the adduct (LOV1-390, S0), and takes place
n a microsecond timescale. The triplet lifetime becomes longer
n cases of hindered adduct formation, caused by substitution of

t
t
t
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he cystein residue close to FMN in mutation experiments, e.g.,
y serin [23]. In cases where the photocycle is not interrupted at
he stage of the photoadduct, it is completed by the dark reaction
hich proceeds on the timescale of minutes, and which recreates

he LOV1-447 form—the photocycle can start again.
Since ISC is central for the photocycle in LOV domains,

he question about the detailed mechanism of spin–orbit cou-
ling and adduct formation arises. The present work supports
scenario in which a radical pair is formed in the triplet

tate, followed by ISC to the singlet ground state and radical
ecombination. The experimental characterization of oxidiz-
ng isoalloxazin triplet species, generated via photoexcitation,
s known for a long time [24]. Transient triplet radical pairs
ere observed for example by EPR, ENDOR and NMR stud-

es on single-point mutated, non-adduct forming LOV domains
6,25–27]. Theoretical model studies for adduct formation in the
as phase [28], and a QM/MM approach have been presented
29]. Both studies propose an initial hydrogen transfer, from
he cystein-SH position to the N(5)-FMN site (see Fig. 1). The
esulting neutral biradical, of triplet character, was stated to be
avourable for adduct formation. Recently published results for
ASSCF/MCQDPT2 based calculations, concerning the energy
rofile of adduct formation, further underlined this mechanism
30]. Our study, however, is focused on spin–orbit coupling and
iscusses the underlying mechanisms on an orbital level.

Strong spin–orbit coupling between S0 and T1 potential
nergy surfaces, for the biradical state, was conjectured by exper-
ment and theory [6,29]. To confirm the proposed suggestion,
alculations of spin–orbit coupling, within a multi-reference
pproach, are presented in the present work.

The paper is organized as follows. After this section, the next
ection describes methods and computational details by which
he absorption spectra for the educt state (Section 2.1), and
pin–orbit couplings along a simplified reaction path (Section
.2), have been calculated. In Section 3 we present and discuss
esults, first for the absorption spectra (Section 3.1), then for
pin–orbit coupling during adduct formation (Section 3.2). A
nal Section 4 concludes this work.

. Methods and computational details

.1. TD-DFT absorption spectra

We calculated vertical singlet TD-DFT excitation ener-
ies and oscillator strengths, out of the fully or partially
FT-optimized singlet ground state (S0) of lumiflavin, plus

urrounding molecular units, if considered. Geometry optimiza-
ions and calculation of excitation energies were done with the
3LYP functional [13], and a valence split polarized 6-31G(d)
asis set [31]. The 6-31G(d) basis in combination with B3LYP
s known to give reasonable results for both, excitation ener-
ies of isoalloxazin type molecules [14,16,17], and geometries
ptimized in their ground state [32,33].
We performed polarizable continuum model (PCM) calcula-
ions, using the integral equation formalism mode (IEF-PCM)
o simulate the polarizability of a solvent [34]. The radii for
he enclosing spheres containing the point charges, were taken
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were reduced for simplicity to their functional groups (see
Fig. 3). The H-atoms in models C and D were placed
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rom the United Atom for Hartree Fock (UAHF) dataset [35].
he enclosing surface was created by the GEnerating POLy-
edra (GEPOL) algorithm [36]. Chloroform was taken as a
olvent for most PCM calculations below; the corresponding
ielectric constant of ε = 4.9 is reasonable also for proteins
37]. For the calculations, the Gaussian03 program package was
sed [38].

The line spectra obtained by TD-DFT were artificially
roadened by Gaussians, centered around wavelength λi, with
scillator strength fi,

(λ) = C
∑

i

fi e−(1/2)((1/λ)−(1/λi)/σ)2
(1)

here C = (σ
√

2�)
−1

normalizes each Gaussian to 1, to
ccount for line broadening caused by finite lifetime, rotational
otion, inhomogeneities, etc. The Gaussian width σ was set

o 1000 cm−1 for all spectra below. Extinction coefficients were
alculated as ε(λ) = κI(λ), where κ = 4mec

2ε0 ln(10)/(Le2) =
.318998 × 10−10 mol/m (me is the electron mass, c the veloc-
ty of light, ε0 the vacuum dielectric constant, L the Avogadro’s
onstant and e is the electron charge).

.2. MCQDPT2 calculations for adduct formation

The MCQDPT2 (2nd order multiconfiguration quasi-
egenerate perturbation theory) [39,40] as implemented in the
AMESS quantum chemistry package [41], was used in the fol-

owing to estimate the spin–orbit coupling along an approximate
eaction path for adduct formation after illumination of FMN.

CQDPT2 is a multistate and multireference approach, includ-
ng second order perturbative corrections. It efficiently describes
tatic and dynamic correlation for ground and excited states.

ith the help of the SO-MCQDPT2 [42] program, which also
omes with GAMESS, spin–orbit coupling is included within a
ultireference perturbative approach. The different spin-states

re allowed to mix via an effective Hamiltonian which consists
f spin dependent and spin independent parts. Both parts include
on-perturbed as well as perturbed (second-order) contributions.
ince traditional perturbation theory is applicable only for single
tates, the perturbative treatment of the spin-dependent Hamilto-
ian [43] is carried out within the framework of quasi-degenerate
erturbation theory [44]. The spin–orbit coupling is treated on
he basis of the Breit-Pauli coupling Hamiltonian. The applied
pin–orbit coupling operator fully captures one-electron terms,
.e.

ˆ (1)
so = e2

2m2
ec

2

N∑

i

NA∑

A=1

ZA

|ri − RA|3 l̂iAŝi (2)

here N is the number of electrons, NA the number of nuclei
with nuclear charge ZA), |ri − RA| the distance between elec-
ron i and nucleus A and l̂iA = (ri − RA) × p̂

i
, ŝi is the spin
perator of electron i. Two-electron contributions Ĥ
(2)
so to the

otal spin–orbit coupling operator Ĥso, spin–same orbit and
pin–other orbit contributions, were included in an approximate
ay, by only treating so called core-active terms [42,45]. The
Photobiology A: Chemistry 190 (2007) 290–300 293

ormalism was applied here to calculate the S0–T1 and S1–T1
pin–orbit coupling terms, 〈�T1 |Ĥso|�Sn〉 =: 〈T1|Ĥso|Sn〉.

For this purpose, single-point MCQDPT2/6-31G(d) calcula-
ions were carried out on an initial RHF/6-31G(d) orbital set. The
HF calculations were done for five geometries A–E optimized
t the (U)B3LYP/6-31G(d) level of theory, and resembling var-
ous points along an approximate reaction path which connects
he educt with the adduct state (see below). The RHF orbital
et was used to obtain the lowest two CAS-CI states, indepen-
ently for singlet and triplet multiplicity. An active space of
hree occupied and three virtual orbitals was chosen. Single point
nergies were obtained after additional second order perturba-
ive treatment of the CAS-CI states. The energetically lowest
tates obtained in this way are S0 and T1, respectively, with
avefunctions �S0 and �T1 .
To obtain a transition state along the reaction path on the

1 surface, the Synchronous Transit-Guided Quasi-Newton
STQN) method [46] implementation in the Gaussian03 pack-
ge, called QST3, was used. Further steps along the reaction
ath were generated via the intrinsic reaction coordinate (IRC)
ethod [47], also with Gaussian03, but are not shown here (see

elow).

. Results and discussion

.1. Absorption spectra

.1.1. Absorption spectra for various environments
To analyse effects of solvation and protein environment on

he spectra of flavin-type molecules, four different models A–D
ere examined on the (TD-)DFT(B3LYP)/6-31G(d) level of

heory. The different models are2

. The gas phase lumiflavin molecule (in its oxidized form), as
shown in Fig. 2, in its singlet ground state S0. The lumiflavin
geometry was B3LYP/6-31G(d) optimized in the gas phase.

B. Model B is model A, plus a PCM field which was applied
during the TD-DFT calculation. If not stated otherwise, chlo-
roform was used as a solvent (ε = 4.9), which also serves
to simulate the dielectric constant of proteins in the range
of 2–4 [37]. Other solvents (cyclohexane, ε = 2.0; ethanol,
ε = 24.6; water, ε = 78.4) were also considered. Geome-
tries were always those of model A—reoptimization in the
PCM field led to only tiny differences of less than 0.01 Å in
bond lengths and less than 1◦ for bond angles.

C. Model C is model B (with chloroform as solvent), however,
with the lumiflavin geometry taken from the LOV1 domain
crystal structure of C. reinhardtii in its dark state [5]. The
geometrical changes from B to C are discussed below.

. Model D consists of lumiflavin in the crystal adapted geom-
etry of C and additional seven aminoacid sidechains, which
manually and B3LYP/6-31G* optimized in their cartesian

2 Coordinates availible on request: zenichow@rz.uni-potsdam.de.

http://zenichow@rz.uni-potsdam.de
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Fig. 3. Model D: lumiflavin with surrounding aminoacid side chains Cys 57,
Val 103, Leu 101, Asn 89, Asn 99, Gln 120 and Gln 61, all based on the crystal
s
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Fig. 4. Calculated oscillator strengths fi (right scale, sticks), extinction coeffi-
cients ε(λ) (left scale, solid line) as a function of excitation wavelength λ (in nm)
for the four different flavin-protein models A–D (TD-DFT(B3LYP)/6-31G(d)).
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tructure of C. reinhardtii [5], only H atom coordinates were optimized with
3LYP/6-31G(d). Hydrogen bonds are shown as dotted lines.

coordinates afterwards. For the TD-DFT calculation, the
whole structure was enclosed in the PCM field of chloro-
form. According to the LOV1 crystal structure, four of the
aminoacids, Gln 61, Asn 89, Gln 120, and Asn 99 form
hydrogen bonds to the pyrimidin site of FMN. Finally, the
Cys 57 residue which is involved in adduct formation, was
included. The coordinates for the flavin molecule and the
aminoacid side chains were taken again from the crystal
structure of the LOV1 domain [5]. The resulting structure
of model D is shown in Fig. 3. In passing we note that in a
further model, D’, the methyl group in N(10) position was
replaced by a CH2CH2OH group, as a more realistic sub-
stitute of the ribityl chain. Since this modification led only
to minor differences in the computed spectra of model D,
model D’ is not further considered here.

In Fig. 4 we show the (broadened) TD-DFT(B3LYP) spectra
ut of the S0 state of lumiflavin (along with the line spectrum),
or models A–D. Further, in Table 1 singlet excited states are
rovided for all models, with oscillator strengths and excitation
nergies also for dark states indicated.

For model A our TD-DFT calculations reproduce the over-
ll � → �∗ character for the visible excitations, the excitation
nergies and oscillator strengths, obtained for lumiflavin and
D-DFT by Sikorska et al. [17] and Neiss et al. [14]. From Fig. 4
nd Table 1 we note that, while model A shows the observed
lue-shift for all visible bands, the most sophisticated model D is
n almost quantitative agreement with the experimental observa-
ions for LOV1-447 of C. reinhardtii. In particular for model D,
1 is shifted, relative to model A, by 0.14 eV or 1130 cm−1 (from
08 nm (3.04 eV) to 428 nm (2.90 eV)), S2 is shifted by 0.31 eV
r 2500 cm−1 (from 321 nm (3.86 eV) to 349 nm (3.55 eV)),
nd S3 by 0.32 eV or 2580 cm−1 (from 252 nm (4.91 eV) to
70 nm (4.59 eV)). The remaining error, for model D, in the-
ry is at most 0.13 eV. The error accounts for intrinsic errors of

ethod, functional and basis set. Furthermore, model D still rep-

esents a simplified model with lumiflavin instead of FMN and
aminoacid fragments instead the real protein binding pocket.

a
w
p

he experimental absorption spectra for the LOV1 domain of C. reinhardtii in
ts dark state, as shown in the bottom, was adapted from Ref. [4].

In passing we note that as a further difference between mod-
ls A–C on the one side, and D on the other, we find a number
f low-energy excitations for the latter, in the range from 2.1
o 2.8 eV, below S1. These show small oscillator strengths, and
re due to charge transfer excitations from occupied orbitals of
he aminoacids into low-lying �∗ orbitals of lumiflavin. Since
xcitation energies for charge transfer states may well be under-
stimated by the present TD-DFT method [48], and since these
tates play no role for the photophysics, they are not listed in
able 1 and will not be further discussed.

One also finds n → �∗ transitions, with low oscillator
trengths, energetically located between S1 and S2. Previous
D-DFT calculations for gas phase lumiflavin (similar to our
odel A), showed the lowest � → �∗ (S1) and n → �∗ transi-

ions are energetically very close [16]. This was interpreted of
eing indicative for the so-called proximity effect [49]. Accord-
ngly, the energetically close states are strongly vibronically
oupled, thus affecting the photophysical properties of isoal-
oxazines in dependence of solvent, substituent and temperature
16,50,51]. For model A (gas phase), we find the smallest energy
ap between � → �∗ and n → �∗ of 0.05 eV, which increases to

bout 0.3 eV in model B. This was interpreted as a progressive
eakening of the proximity effect in solvents with increasing
olarity, resulting in a lower non-radiative decay rate of excited
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Fig. 5. TD-DFT(B3LYP)/6-31G(d) orb

inglets for the latter [51]. For models C and D, which resem-
le the situation for LOV1-447 of C. reinhardtii more closely,
he gap is 0.14 eV and 0.19 eV, respectively, i.e. non-radiative
ecay of state S1 should be more efficient again in the protein
nvironment, compared to solution.

Returning to the model-dependence of the visible S1, S2 and
3 bands, the following observations are made. When going
rom models A to B, S1 and S2 are red-shifted by about 0.06 eV
nd 0.14 eV, respectively. The S1 band is dominated by the
OMO → LUMO transition in models A and B, and only
eakly affected by the polarizable solvent: the HOMO–LUMO
ap decreases from A to B by approximately 0.02 eV. The
small) red-shift is also caused by the strong destabilization
f the HOMO-2 � orbital (by 0.13 eV), which contributes to
he S1 excitation. The destabilization of this � orbital is due to
ts larger coefficients at the unpolar dimethyl-benzene moiety
f isoalloxazin in comparison to the HOMO (LUMO) orbitals.
OMO-2, HOMO and LUMO for model B are plotted in Fig. 5.
he S2 band, on the other hand, is dominated by transitions out
f the, former mentioned, HOMO-2 orbital into LUMO. This
xplains the larger red-shift of about 0.14 eV for S2. The intense
bsorption band S3 is red-shifted by about 0.05 eV from A to B.

That the solvent polarity affects mostly S2, not so much S1 and
3, is also demonstrated in Table 2, giving excitation energies
nd oscillator strengths for various PCM fields. It is seen that S2
s red-shifted the more, the more polar the solvent is. This is in
greement with experimental observation [17], and is interpreted
ere as being due to the destabilization of occupied � orbitals by
he solvent. Note that the agreement (for water) between theory
nd experiment is still not good for S2 and S3, simply because
n model B no hydrogen-bonds nor geometrical constraints have

een accounted for.

When going from models B to C we take, on top of the polar-
zability of the environment, also the geometrical distortion of
he chromophore in the protein environment of C. reinhardtii

t
f
T
t

able 2
xcitation energies and oscillator strengths for the visible transitions of lumiflavin,
alues (model A), and experiment (lumiflavin, H2O) [17,18]

Model A (gas phase) ε = 2.02 (cyclohex.) ε = 4.9 (ch

0→ S1

Ei (eV) 3.04 2.99 2.98
fi 0.190 0.241 0.235

0→ S2

Ei (eV) 3.86 3.77 3.72
fi 0.134 0.196 0.213

0→ S3

Ei (eV) 4.91 4.85 4.86
fi 0.592 0.713 0.743
or lumiflavin in the S0 state (model B).

nto account. By comparing bond lengths, it is found that these
re generally slightly extended in the crystal compared to the
ree molecule. The largest deviations of 0.05–0.07 Å involve
he N(1)–C(10a), N(10)–C(9a), C(5a)–C(9a), C(5a)–C(6) and
he C(7)–C(8) bonds (Fig. 5). While the accuracy of the crys-
al structure is limited [52], the B3LYP geometries are typically

ore accurate than the differences observed here [53]. We con-
lude that the stated differences between the gas phase optimized
umiflavin and the crystal structure are caused by interactions
etween flavin moiety and the surrounding protein.

Due to bond elongation, the S1 absorption, in model C, red-
hifts by 0.1 eV compared to model B. A simple picture is that
� → �∗ transition, when idealized in a particle-in-the-box
odel, is lowered in energy when the box is enlarged. A more

ophisticated picture arises from inspection of the LUMO in
ig. 5. It is found that antibonding interactions, for example
etween atoms C(9a) and N(10), N(10) and C(10a), and C(10a)
nd N(1), are reduced when the corresponding bonds stretch. As
consequence, the LUMO is stabilized and the HOMO–LUMO
ap, which dominates the transition also in model C, is reduced.

Similarly, in model C the intense absorption band S3, around
50 nm, is shifted to lower energies by about 0.26 eV, com-
ared to B. Since this transition is dominated by a HOMO →
UMO + 1 excitation, this effect can be traced back to the
bserved stabilization (by 0.3 eV) of LUMO + 1 (see Fig. 5).
gain, antibonding interactions are reduced by bond elonga-

ion. Finally, the S2 peak is also red-shifted, but only by a tiny
mount, because contributing occupied and unoccupied orbitals
re nearly equally stabilized from B to C.

This is different when going from models C to D, where we
nd a significant red-shift of about 0.15 eV for the S2 band. In
his model, four amino acids Asn 89, Asn 99, Gln 120, and Gln 61
orm hydrogen bonds with the pyrimidin unit of flavin, see Fig. 3.
his stabilizes the LUMO through non-vanishing coefficients at

he oxygen atoms of the pyrimidin unit (see Fig. 7). In model D,

in dependence of the PCM solvent (model B), in comparison to the gas phase

loroph.) ε = 24.55 (ethanol) ε = 78.39 (water) Experiment

2.97 2.97 2.79
0.231 0.219

3.68 3.64 3.38
0.229 0.242

4.85 4.86 4.59
0.763 0.775
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studied for a simplified model, with five independently opti-
mized geometries A–E as shown in Fig. 8.

In the model, FMN is represented by the lumiflavin molecule
(see Fig. 1), the adding cystein residue by mercaptomethan
ig. 6. TD-DFT(B3LYP)/6-31G(d) orbitals for lumiflavin and surrounding side

he S0→S2 transition is dominated by a HOMO-9 → LUMO
xcitation. The energy gap between LUMO and HOMO-9 is
educed by 0.15 eV since H-bonding affects HOMO-9 to a lesser
xtent than the LUMO, leading to the observed red-shift. In
ontrast, the positions of S1 and S3 absorption bands are only
lightly affected by H-bonds. The fact that S1 is so unsensitive
ay be surprising in view of the stabilized LUMO, and the

urther reduction of the HOMO-LUMO gap (by 0.14 eV) when
oing from C to D. Closer inspection shows, however, that in
odel D the S1 band is dominated by a HOMO-7 → LUMO

ransition. The gap between LUMO and HOMO-7 changes only
lightly, hence there is no shift of the S1 band. The orbitals are
hown in Fig. 6.

In summary we find that red-shifts for all visible peaks
ccur due to the environment. In particular, (i) polar solvents
hift S2, to a somewhat lesser extent also S1, (ii) bond elon-
ation in the crystal environment affects S3, to a lesser extent
lso S1 and (iii) hydrogen bonding affects almost exclusively
he S2 band. The effects can be rationalized based on the
hape of the molecular orbitals involved in the transitions,
hich are influenced differently by different environmental

ffects.

.1.2. Further investigations
Two further aspects of the absorption spectra of LOV domains

ere addressed, namely the vibrational fine structure in the S1
and of LOV1 of C. reinhardtii [4], and the absorption spectrum
f a mutant, C57M, in which the H atom in Cys 57 had been
eplaced by a methyl group [54].

.1.2.1. Vibrational fine structure of the S1 band of LOV1-447.
he S1 (447 nm, 2.77 eV) band of LOV1 of C. reinhardtii is
uperimposed by three peaks, with an energy spacing of about
250 cm−1[4]. We performed, for the free lumiflavin molecule,
requency analyses in the geometry-optimized S0 and S1 states,
n the RHF/6-31G(d) (S0) and CIS/6-31G(d) (S1) level of the-
ries. The RHF frequencies were scaled by a factor of 0.8929
55], the CI frequencies by 0.9 [56,57]. Since S0→S1 is domi-
ated by the HOMO → LUMO transition, an inspection of the
rontier orbitals is useful.

It is found that the HOMO is C(5a)–C(9a) bonding and
(4a)–C(10a) non-bonding, while the LUMO is C(5a)–C(9a)
on-bonding and C(4a)–C(10a) bonding (see Fig. 5 for the

3LYP case). In fact one finds in the frequency analyses a

tretching mode involving the C(5a)–C(9a) and C(4a)–C(10a)
tom pairs, which is located (scaled values) at 1278 cm−1 (S0)
nd 1295 cm−1 (S1), respectively. It can therefore be concluded,

F
(
C

s (model D) in the S0 state, see caption of Fig. 3 for a detailed description.

hat the vibrational fine structure arises from C–C vibrations
ocated at the central six-ring of FMN.

.1.2.2. Absorption spectra of a mutant, C57M. When the H
tom in Cys 57 is replaced by a methyl group (C57M mutant),
he photoexcitation of the LOV1-C57M dark form in C. rein-
ardtii has been found to lead to different reaction products in
omparison to the wildtype [54]. Accordingly, blue-light absorp-
ion first creates, through excited singlets and an intermediate
riplet, an adduct C57M-415. This species has been interpreted
s a reaction product in which the –CH2–S–CH2–protein unit has
een added to N(5) (not C(4a)), and H–C(4a) (not N(5)). Further,
fter thermal conversion a C57M-675 species was formed out of
57M-415, which was speculated as being a radical, generated

rom C57M-415 by abstraction of the H atom from C(4a).
This latter hypothesis was checked by TD-DFT calculations

or a simplified model of C57M. This model consists of isoallox-
zin with a –CH2–S–CH2–CH3 added in N(5) position, and the
ydrogen removed from the C(4a) position. For the resulting rad-
cal, a TD-DFT/B3LYP spectrum out of its geometry-optimized

0 ground state was calculated, and is shown in Fig. 7.
It is found that the lowest-energy absorption is at about

25 nm (1.98 eV), in reasonable agreement with the value of
75 nm (1.84 eV) observed in Ref. [54]. Also other features in
he theoretical spectrum up to 300 nm, find their counterpart in
xperiment thus supporting the interpretation given in Ref. [54].

.2. Adduct formation and spin–orbit coupling

.2.1. A five-step model
The photochemical adduct formation in LOV domains was
ig. 7. Oscillator strengths fi (right scale, sticks), extinction coefficient ε(λ)
left scale, solid line) as a function of excitation wavelength λ (in nm) for the
57M-675 model (TD-UB3LYP)/6-31G(d)).
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Fig. 8. Educt state (A and B), adduct state (E) and two intermediate steps (C
and D) along the “reaction path” for adduct formation, see text. �E (in eV):
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multi reference character of the wave function. At point D, for
example, the multireference character of the wavefunction is
large, due to the biradical nature of the triplet intermediate (see
below), and the nearby S0 state. In this case MCQDPT2 pre-

Table 3
Five steps along the “reaction path” (A–E) for adduct formation, see text

B3LYP/6-31G(d) MCQDPT2/6-31G(d)

�E, S0 �E, T1 �E, S0 �E, T1 〈S0|Ĥso|T1〉 (cm−1)

A, educt, S0 0.0 2.17 0.0 1.89 1.57
B, educt, T1 0.26 1.89 0.27 1.67 2.91
C, TS, T1 0.71 2.03 0.85 2.07 3.58
D, intermediate, T 1.60 1.09 0.85 0.84 39.29
nergies relative to the S0 energy of state A, for DFT(B3LYP) and MCQDPT2.
S0|Ĥso|T1〉 (in cm−1): spin–orbit coupling constants between S0 and T1, cal-
ulated with the MCQDPT2 method.

MeSH). In a first step, all geometries (A–E) were optimized on
he (U)B3LYP/6-31G(d) level of theory. The five structures rep-
esent different “snapshots” along the approximate reaction path
or adduct formation. All of them are stationary points within
he B3LYP method. The five structures are:

. The educt configuration in its S0 state, i.e. lumiflavin and a
MeSH molecule pointing towards the flavin moiety (“educt
S0”). The distance between the sulfur atom of MeSH and
the C(4a) atom of lumiflavin was restricted to 3.459 Å, in
accordance with the crystal structure of C. reinhardtii [5].

. The same restriction was applied in model B, which is anal-
ogous to model A except that the optimization was done for
the triplet ground state, T1(“educt T1”). For both structures
A, B a S H bond length of 1.35 Å was observed—the bond
is intact.

. A transition state between structures B and D, on the T1 sur-
face (“TS T1”), was found with help of the QST3 method
(see Section 2). No restrictions were applied on the geome-
try during the TS search. The transferring H atom is halfway
between N(5) and S, with an elongated H S distance of
1.53 Å. A single imaginary frequency along the hydrogen
transfer coordinate was found, confirming the TS character.
We also did IRC calculations in the T1 state, following the
reaction path from the TS in the direction of the H trans-
fer coordinate. At the last point of the IRC which could be
computed (before rapidly increasing spin contamination pre-

vented convergence), the H S distance was 2.17 Å and the
N H bond had formed. The resultant structure is very sim-
ilar to structure D. The strong spin contamination along the
late IRC, is indicative of the increasing multireference char-

E

�

D
s
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acter of the wavefunction. All triplet states shown (B–D),
however, have only minor spin contamination.

. A state with H being already transferred to the N(5) position
of lumiflavin, from its former position at the sulfur atom of
MeSH. The optimization was done in the T1 state. This is an
intermediate state, henceforth also called “intermediate T1”.

. The optimized adduct structure in its S0 state, with the N
H and the S C bonds formed (“adduct S0”).

In a second step, the geometries A–E were used for calcu-
ating the energy of the other spin state without reoptimization,
.e. T1 if the structure was optimized in S0 (for A and E), and
0 if the optimization was done in T1 (B, C and D). These 10
nergies were then compared to those obtained (for the same
eometries) with MCQDPT2/6-31G(d). The latter calculations
erve to quantify the multireference character along the simpli-
ed “reaction path” (by comparison to the B3LYP results), and

o compute the spin–orbit coupling between the S0/1 and T1
tates. While the absolute energies obtained with MCQDPT2/6-
1G(d) are not quantitative because the active space is probably
oo small, the multi-reference character of the reaction can still
e addressed and also the spin–orbit coupling 〈Sn|Ĥso|T1〉 is
xpected to be at least qualitatively correct.

.2.2. Adduct formation: energies
Table 3 contains all computed energies, relative to the educt

A) singlet ground state of the respective method, B3LYP/6-
1G(d) or MCQDPT2/6-31G(d). Further shown in the table are
he spin–orbit couplings between the S0 and T1 states, obtained
ith MCQDPT2/6-31G(d). Part of the information is also given

n Fig. 8.
From the table we observe that the energy differences, rela-

ive to the S0 state at point A and the according method, are
easonably close for both methods. Overall MCQDPT2 pre-
icts smaller energy differences, for the S0 and T1 surfaces
elative to B3LYP. S0 is stabilized, up to 0.75 eV for point D.
he T1 energies observed by MCQDPT2 are approx. 0.25 eV

ower than B3LYP, for points A, B and D along the path.
he amount of stabilization seems directly connected to the
1

, adduct, S0 0.0 2.98 −0.23 2.20 12.36

E (in eV): energies relative to the educt S0 state (A), calculated with
FT(B3LYP) or MCQDPT2. 〈S0|Ĥso|T1〉 (in cm−1): spin–orbit coupling con-

tants between S0 and T1 states, calculated with MCQDPT2.
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icts clearly lower energy differences, relative to the S0 state
f A, than B3LYP, which does not, as a single-determinant
ethod, properly account for the multireference behaviour.
here is also a qualitative difference between MCQDPT2 and
3LYP at point D: While the former predicts the T1 state to
e more stable, the latter favours degenerated singlet and triplet
round states. Dittrich et al. found a similar behaviour to B3LYP
ith their (single-configuration) HF-based QM/MM calcula-

ion [29], i.e. a triplet ground state at points after the TS (C).
bviously, a multireference description changes this picture,
hich is also confirmed by earlier results of Domratcheva et al.

30].
A few points should be discussed in more detail. First, the

eaction energies for adduct formation, i.e. the singlet energy
ifferences E(E) − E(A), are almost zero for B3LYP, and
22.2 kJ/mol (−0.23 eV) for MCQDPT2. This is in contrast

o experimental findings for the LOV1 domain of Losi et al.
58], who found a clearly positive reaction enthalpy �H of
180 kJ/mol. For a more proper treatment we would have to
etermine enthalpy differences at ambient temperature, and
ccount for details of the protein environment. One in fact
nds even within our gas-phase model a positive reaction free
nthalpy, �G(298.15 K) = +24.1 kJ/mol (with B3LYP). An
arlier DFT study for adduct formation in the gas phase also
howed only a minor destablization for the adduct [28]. It has
urther already been shown that the inclusion of the protein
nvironment, makes the reaction more endoenergetic [29]. The
dduct forming cystein residue is connected to the protein back-
one, the FMN moiety is attached to its binding pocket via
ydrogen bonds and hydrophobic interactions. Adduct forma-
ion therefore causes changes in the protein structure, which

ost probably triggers the kinase activity of phot-proteins. The
nergetic of adduct formation is therefore also characterized by
he protein environment. This could help to explain the differ-
nce between our approach for the gas phase reaction and the
xperimental data of Losi et al.

Second, the transition state (C) of the photocycle has some
eneral characteristics. It is reached after a triplet has formed
fter photoexcitation of LOV-domains [8] by a first ISC. With
he B3LYP functional, we find a transition state on the T1 sur-
ace towards H transfer from the mercapto—(SH) group to
(5) of FMN. The calculated barrier height (energy difference
etween TS (C) and relaxed triplet educt (B)) is 13.5 kJ/mol
0.14 eV). With MCQDPT2, the activation barrier is found to
e 38.6 kJ/mol (0.4 eV). The higher barrier for our MCQDPT2
alculation might be related to the fact that the B3LYP geom-
try was used, which is in fact no true transition state for
he MCQDPT2 method, and because the surrounding protein
s not exactly accounted for. A similar triplet reaction barrier
f 43.3 kJ/mol was presented in a recent CASSCF/MCQDPT2
tudy concerning adduct formation in LOV domains [30]. How-
ver, recent spectroscopic investigations for the LOV-domains of
rabidopsis thaliana and of Adiantum phytochrome 3, showed

maller activation barriers of (≤ 5 kJ/mol) for adduct formation
59,60]. Our results are therefore still above the experimental
ndings, but in better agreement than a Hartree-Fock based
M/MM approach by Dittrich et al. [29]. Their higher barrier of

T
e
“
a
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a. 125 kJ/mol is probably due to the overestimation of barriers
y Hartree-Fock.

As indicated in Fig. 8, no further barriers towards adduct
ormation were found, on the triplet surface. The intermedi-
te triplet state (D) which we find, is more stable than the TS,
ut energetically still above the S0 adduct state (E). Therefore,
n unhindered reaction from the triplet intermediate (D) to the
dduct in the ground state (E) can be assumed, in agreement
ith the recent findings in Ref. [30,29]. The just mentioned

ntermediate, D on the T1 surface, is stabilized on the B3LYP
nd MCQDPT2 levels of theory relative to the triplet educt (B),
y 77.2 kJ/mol (0.8 eV) and 79 kJ/mol (0.82 eV), respectively.
uch a low-energy triplet intermediate was also found by Dit-

rich et al. in their QM/MM approach [29] and Domratcheva et
l. [30]. Finally, the adduct, E is very high in energy, when cal-
ulated for the T1 state, in agreement with earlier findings [28].
herefore adduct formation has to take place in the S0 state.

.2.3. Spin–orbit coupling

.2.3.1. Coupling between S0 and T1. From inspection of Fig. 8
nd Table 3 it is clearly observed that the spin–orbit coupling
etween T1 and S0 states depends critically on the actual geom-
try. For geometries A and B, i.e. for arrangements early along
he “reaction path”, the coupling matrix elements are below
.0 cm−1. In both cases single determinants are a good descrip-
ion of the total wavefunction. For the singlet S0, two electrons
ccupy the HOMO �-orbital, localized at lumiflavin, whereas in
1 both the former HOMO � and LUMO �∗ orbitals are singly
ccupied, with parallel spin.

At the transition state geometry, C, the H atom is moving from
towards N(5). Therefore, the p-type orbital of sulfur is energet-

cally destabilized and swaps position with the former, �-type
OMO of flavin: the latter becomes HOMO-1, while the new
OMO is a doubly occupied orbital localized at the methyl-S
nit, in state S0. The T1 state, on the other hand, is a superposition
f two dominating Slater determinants: the first one is similar
o geometry B, i.e. the two flavin � and �∗ orbitals HOMO-1
nd LUMO are each singly occupied. In the second, HOMO and
UMO orbitals are singly occupied. Therefore, the previously
urely flavin-type triplet T1 gains some biradical character, and
ome charge transfer occurs from the MeS unit, to flavin. The
pin–orbit coupling strength between S0 and T1 appears to be
lightly increased, to 3.6 cm−1.

The spin–orbit coupling increases strongly to almost 40 cm−1

or point D. Here, for the intermediate, the H atom is already
ovalently bound at the N(5) position of FMN, with a N(5)–H
istance of 1.03 Å. The HOMO and now also the HOMO-1
rbital show main contributions for the S-atom of the MeS unit.
he highest � orbital of flavin is shifted to the HOMO-2 position.
he LUMO is still dominantly a �∗ orbital of lumiflavin, and
as only small coefficients at the MeS unit. The frontier orbitals
re shown in Fig. 9. The T1 state is now entirely characteriz-
ble as a biradical, with HOMO-1 and LUMO singly occupied.

he S0 state, on the other hand, is composed of three, almost
qually weighted configuration state functions. These are, (i) a
ionic” determinant with a doubly occupied HOMO, located
t MeS, i.e. formally MeS− and flavin+. (ii) A second, also
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Fig. 9. RHF/6-31G(d) orbital shape for HOMO-2, H

onic configuration consists of singly occupied HOMO-2 and
UMO orbitals, i.e. MeS+ and flavin−. (iii) The third configura-

ion consists of singly occupied HOMO-1 and LUMO orbitals,
nd contributes some biradical character also for the S0 state. The
ame biradicalic HOMO-1/LUMO description was seen for T1.
herefore, by sharing the same orbitals and the biradical char-
cter, mixing of triplet and singlet states becomes very efficient.
he spin density, being partially localized at the heavy sulfur
tom, causes the high spin–orbit coupling strength at point D.
or state D, MCQDPT2 shows the smallest T1–S0 energy gap,
f about 1.0 kJ/mol (0.01 eV). According to perturbation theory,
small energy gap increases the probability of an ISC event.

Finally, for the adduct state (E) geometry, the spin–orbit
oupling decreases again to about 12 cm−1. The S0 state is domi-
ated by a configuration with a doubly occupied flavin � orbital.
he T1 state is characterized by a HOMO1 LUMO1 config-
ration. The LUMO consists of �-shaped contributions from
umiflavin and additional p-type orbitals of S. The LUMO is
ntibonding with respect to the S–C(4a) bond, which explains
he observed energetic destabilization of the triplet adduct.

.2.3.2. Coupling between S1 and T1. We also calculated the
otential surface for the first excited singlet state (S1) and
pin–orbit coupling strength between S1 and T1 states. We won’t
iscuss the results in detail but mention the most important find-
ngs. The energy differences between S0 and S1 are within 0.2 eV
ccuracy compared to the spectroscopic data [4], for educt (A)
nd adduct state (E). The shape of S1 energies follow qualita-
ively those for T1 and stays ∼ 0.5 eV above it at points A, B
nd E. For the transition state (C) and the intermediate state (D)
mall energy gaps between S0 and T1 of 0.05 eV and 0.2 eV were
alculated, respectively.

The spin–orbit coupling strength between S1 and T1 is maxi-
al at the intermediate point (D) with about 180 cm−1 and below
cm−1 otherwise. At point D, the S1 state is partly characterized
y a HOMO-1, LUMO configuration, which is also the domi-
ant one for the T1 state at position D. This is taken as reason
or the high coupling rate between S1 and T1 state. HOMO-1,
UMO orbitals are shown in Fig. 9.

.2.3.3. Summary. To summarize, we presented a five-step
reaction path” modeling the FMN-C(4a)-cysteinyl adduct for-
ation during the photocycle of LOV domains [4]. After initial
hotoexcitation and a first ISC to T1, a neutral H atom is trans-
erred from the sulfur atom to the N(5) position of flavin. This
osts only little activation energy. The biradical character of the
eaction on the triplet surface is clearly emergent, from the tran-

e
i
c
t

-1, HOMO and LUMO at geometry D (see Fig. 8).

ition state (C) up to an intermediate state (D) at which the H
ransfer is complete. The H transfer increases the spin density at
he sulfur atom, leading to a second ISC. We find that the sec-
nd ISC occurs right after the H transfer took place. This is the
rerequisite for C(4a)–S bond formation in the S0 state, which
annot occur on the triplet surface because of its strong repulsive
haracter. The mechanism is not only consistent with previous
ork [28–30], it also helps to explain the observed blocking of

dduct formation, when cystein is replaced by serin [4]: ISC is
ess efficient, when S is replaced by O. Another reason is ener-
etics: the S H bond is easier to break than the O H bond
28].

. Conclusions

In the first part of this paper, the effects of a solvent or a protein
nvironment on the absorption spectra of lumiflavin, were stud-
ed with the help of time-dependent density functional theory.
he polarizability of an environment, the formation of H-bond
etween chromophore and environment, and the geometric con-
nement of the chromophore in a protein binding pocket all

ead to red-shifts of the lowest visible transitions S0→ S1, S2,
nd S3. As a specific example, we find that the S2 band posi-
ion depends stronger on H bonding than S1, in agreement with
xperiment [17,22]. The vibrational fine structure of the S1 band
s caused by vibrations of the central ring of lumiflavin, after

→ �∗excitation. At last, a fairly good agreement between
heoretical and experimental spectra was achieved with a simple

odel in which, however, H-bonding aminoacids were explicitly
ncluded, the polarizability of the environment and distortions
y the protein binding pocket were accounted for. Also, varia-
ions of the spectral properties in a mutant (C57M-675), could
e accounted for by quantum mechanical calculations.

In the second part of our work, spin–orbit coupling constants
ere obtained on the basis of multireference perturbation theory

nd a Breit–Pauli coupling Hamiltonian. A simplified “reaction
ath” for the addition reaction in LOV1 domains was constructed
nd 5 geometries considered. The second ISC event, from the
riplet to the singlet ground state, during the LOV-photocycle is
onnected to the biradical character of these states, in particular
fter the transition state towards H transfer on the triplet surface
as been passed.

Despite the present work sheds light on some details of the

lectronic properties and photoreaction mechanisms of biolog-
cal photoreceptors, this is only a small step towards a more
omplete theory. From the latter, we expect also a quantita-
ive treatment of the timescales of radiative and non-radiative
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ransitions, and, eventually, the nuclear dynamics on multi-
imensional, coupled potential energy surfaces. Exciting flavins,
herefore, will be an exciting topic also for the future.
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20] C. López, O. Faza, S. Estévez, A. de Lera, J. Comput. Chem. 27 (2005)
116–123.

21] S. Grimme, M. Waletzke, J. Chem. Phys. 111 (1999) 5645–5655.
22] P. Heelis, Chem. Soc. Rev. 11 (1982) 15–39.
23] H. Guo, T. Kottke, P. Hegemann, B. Dick, Biophys. J. 89 (2005) 402–412.
24] S. Vaish, G. Tollin, J. Bioenerg. Biomembr. 1 (1970) 181–192.
25] E. Schleicher, R. Kowalczyk, C. Kay, P. Hegemann, A. Bacher, M. Fischer,
R. Bittl, G. Richter, S. Weber, J. Am. Chem. Soc. 126 (2004) 11067–11076.
26] G. Richter, S. Weber, W. Römisch, A. Bacher, M. Fischer, W. Eisenreich,

J. Am. Chem. Soc. 127 (2005) 17245–17252.
27] R. Bittl, C. Kay, S. Weber, P. Hegemann, Biochemistry 42 (2003)

8506–8512.

[
[

[

Photobiology A: Chemistry 190 (2007) 290–300

28] C. Neiss, P. Saalfrank, Photochem. Photobiol. 77 (2003) 101–109.
29] M. Dittrich, P. Freddolino, K. Schulten, J. Phys. Chem. B 109 (2005)

13006–13013.
30] T. Domratcheva, R. Fedorov, I. Schlichting, J. Chem. Theory Comput. 2

(2006) 1565–1574.
31] R. Ditchfield, W. Hehre, J. Pople, J. Chem. Phys. 54 (1971) 724–728.
32] C. Martin, M. Tsao, C. Hadad, M. Platz, J. Am. Chem. Soc. 124 (2002)

7226–7234.
33] J. Rodrı́guez-Otero, E. Martı́nez-Núñez, A. Peña Gallego, S. Vázquez, J.
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